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In-storage computing offers an effective solution to alleviate the I/O bottleneck.
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Flow-based Programming
- SSDlet → SSDlet → ...

MapReduce-based Framework

RPC-based Offloading
- Host → SSHD Processor

Industry SmartSSD
- FPGA Accelerator
- SSD Controller
- Flash Chips

Most of the existing frameworks focus on performance and programmability.

Few of them consider security as the first-class citizen.
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It is desirable to build a secure in-storage computing environment!
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Unclear how to apply ARM TrustZone to in-storage computing
IceClave: A Trusted Execution Environment for In-Storage Computing

Diagram showing the integration of In-Storage Apps (App 1, App 2, and App 3) with the Flash Translation Layer, SSD Processors, Flash Chips, and Off-chip DRAM.
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Diagram outlines the relationship between the Flash Translation Layer and the Address Mapping Table, showing how they interact with the In-Storage Apps 1 and 2.
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Secure mode for Flash Translation Layer and Address Mapping Table protects the data, while Normal mode allows read-only access.
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State-of-the-art Split Counter Mode is not optimal for in-storage computing
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Experimental Setup

Simulator: gem5 + USIMM + SimpleSSD
Prototype: OpenSSD Cosmos+ FPGA

Synthetic Workloads: Arithmetic, Aggregate, Filter, Wordcount
Real-world Workloads: TPC-H, TPC-B, TPC-C
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IceClave introduces minimal overhead while providing strong security.
IceClave Overall Performance

More evaluations in the paper!
IceClave Summary

First Trusted Execution Environment for In-Storage Computing

2.3× Faster Than Host-based Computing
Thank you!
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